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Hiperparaméterek

- N specifies the maximum size of the population (in micro-classifiers, i.e., N is 

the sum of the classifier numerosities).

- β is the learning rate for 𝑝, 𝜖, 𝘧 and as.

- 𝛼, 𝜖0, and 𝘷 are used in calculating the fitness of a classifier

- 𝛾 is the discount factor used – in multi-step problems – in updating classifier

predictions.

- 𝜃GA is the GA threshold. The GA is applied in a set when the average time since the

last GA in the set is greater than 𝜃GA.

- ϰ is the probability of applying crossover in the GA.

- μ specifies the probability of mutating an allele in the offspring.

- 𝜃del is the deletion threshold. If the experience of a classifier is greater than 𝜃del , its

fitness may be considered in its probability of deletion.

- 𝛿 specifies the fraction of the mean fitness in [P] below which the fitness of a classifier

may be considered in its probability of deletion.

- 𝜃sub is the subsumption threshold. The experience of a classifier must be 

greater than 𝜃sub in order to be able to subsume another classifier. 
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