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Return on Investment in Pharma R&D
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IRR is already

below cost of
capital in 2017

Internal Rate of Return (%)
2 &
X X

5%
0% IRR by 2020
0%
1990 1995 2000 2005 2010 2015 2020
—&— |[RR analysis —®— Deloitte 2016 ® BCG2016 -==-=-- Linear (IRR analysis)

Source: EvaluatePharma, IRR analysis
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Genomika

Transzkriptomika Jelatviteli halozat

7/ .
1’ turbine

7/



turbine

7/

—

\

\

—

7/



120 TB nyers adat / kisérletsorozat



Turbine szimulalt adatkészlet

példa: 2 300 000 sejtvonali mérés

A laborkisérletekbdl kevés adat szarmazi




Learning Classifier System

* Szabalyalapu gépi tanulasi
modszer

* Felfedez6 komponens
* Tanulé komponens
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N specifies the maximum size of the population (in micro-classifiers, i.e., N is

the sum of the classifier numerosities).

3 is the learning rate for p, €, f and as.

a, €0, and v are used in calculating the fitness of a classifier

v is the discount factor used - in multi-step problems - in updating classifier
predictions.

0., 1S the GA threshold. The GA is applied in a set when the average time since the
last GA in the set is greater than 6,.

w is the probability of applying crossover in the GA.

u specifies the probability of mutating an allele in the offspring.

04 1S the deletion threshold. If the experience of a classifier is greater than 6, its
fitness may be considered in its probability of deletion.

d specifies the fraction of the mean fitness in [P/ below which the fitness of a

classifier may be considered in its probability of deletion.
A . is the sitbhsiimontion threcshold The exnerience of a3 classifier miist be



llyen pontosak vagyunk
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In silico vs in vitro IC50s
Training performance

Test performance
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~Top 10 most transformative
health technologies”

~Top 7 Al startups in drug discovery” ~Top startup out of 500"
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Hiperparameéterek

N specifies the maximum size of the population (in micro-classifiers, i.e., N is

the sum of the classifier numerosities).

B is the learning rate for p, €, f and as.

a, €0, and v are used Iin calculating the fitness of a classifier

y IS the discount factor used — in multi-step problems — in updating classifier
predictions.

O 1S the GA threshold. The GA s applied in a set when the average time since the
last GA in the set Is greater than O¢,.

u is the probability of applying crossover in the GA.

u specifies the probability of mutating an allele in the offspring.

04 IS the deletion threshold. If the experience of a classifier is greater than 0, Its
fitness may be considered in its probability of deletion.

§ specifies the fraction of the mean fitness in [P] below which the fitness of a classifier

may be considered in its probability of deletion.
A . iIs the sithsiimntion threcshonld The exnerience of a classifier miist he 20



